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Virtual reality (VR) is emerging as a rapidly developing technology that holds significant promises to impact student learning. In this review, we focus on the features of this technology regarding levels of immersion and interaction and individual differences in cognitive characteristics of VR learners. We attempt to parse the specific technological features that enable effective learning and examine how students mentally process these features. While VR helps to create situated learning conditions, its theoretical significance lies in its ability to provide perception-action enabled experiences to the learner, and it is these experiences that lead to positive behavioural and brain outcomes compared to traditional methods of learning. Our discussion highlights the understanding of VR learning with respect to individual differences, especially in spatial abilities of the learner, and how variability in spatial abilities might impact both spatial learning and language learning.

Keywords: virtual reality, embodied cognition, spatial learning, language learning, neuroplasticity, individual differences

INTRODUCTION

Virtual reality (VR) is in for education. Tech companies – big or small – have invested billions of dollars in recent years on platforms and tools that deploy virtual reality, augmented reality or mixed reality technologies, not just for gaming but also for student learning. As one example, Google Expeditions has developed over 100 VR trips for site visits (e.g. museums, historical relics, parks), used by students and teachers for learning science, arts and history. Other companies have also developed tools and software for education by making VR more portable, flexible and affordable. In response to VR’s potential for transforming student learning, the US Department of Education set out the EdSim Challenge, an initiative “calling upon the virtual reality, video game developer and educational technology communities to submit concepts for immersive simulations that will prepare students for a globally competitive workforce and spur an ecosystem of virtual and augmented reality technology in education” (1).

VR, as the name suggests, is “reality simulated virtually” – a digitally presented real-world-like environment for users to see, play and socially interact. The simulated virtual environment contains dynamic images of objects and scenes, within which the VR user can move around and/or perform actions. The simulation is usually achieved via presentations or projections on displays of desktop computers, tablets, smartphones, head-mounted devices, large open walls or screens of TVs and amphitheatres. The VR industry manufactures many different types of VR products which vary significantly in the delivery of the quality of the simulated reality (see further discussion below). Such products also include tools for interactive perceptual experiences through digital image enhancement, i.e. “augmented reality” and a blend of real-world objects and actions with digitally presented virtual realities, i.e. “mixed reality”.

With the enormous public interest in VR, the question arises as to how we can take full advantage of the features of this technology for student learning. Despite the excitement about VR’s application in various domains, significant gaps exist between what the industry develops and what the academics know about how students learn. VR has been shown to help improve people’s lives in many domains, including aiding in sensorimotor training and rehabilitation (2, 3), providing effective spatial navigation for patients with amnesia (4) and producing effective instructions for science (5) and second language (L2) learning (6, 7). However, our knowledge of the individual user/learner’s variable experience in VR and how that impacts learning remains largely unknown. The current paper addresses the issue of VR efficacy for student learning from the individual differences’ perspective. We attempt to provide an overview and synthesis of how the environment-learner interaction may produce positive impacts and changes on the mind and brain of the student learner. Our focus will be on separating technological features of VR from human experiences and, in doing so, identifying the role of learner abilities (e.g. cognitive, linguistic, spatial abilities) and how individual differences in these abilities impact VR learning efficacy.

FEATURES OF VR AND SITUATED LEARNING

While VR has offered great promises for enhancing education, determining the specific features of VR that lead to learning success is a matter of ongoing investigation (see (8) for a discussion). Here it is important for us to separate what the VR technology provides and what the human user/learner experiences in VR environments. We first discuss the technological side and identify important features of VR.

Immersion and interaction in VR

VR relies on advances in digital technology to simulate real-world environments, although its applications can go beyond real-world realities, e.g. simulating Shakespeare’s stages or future forestation (9). The term “VR” has been used in the literature to refer to a wide range of virtual simulations, from the more basic or primitive three-dimensional (3D) dynamic images or videos to the fully immersive VR (iVR) experiences enabled by the use of gears such as head-mounted displays, haptic gloves and treadmills. (For ease of reference, we use the term “VR” to refer to different varieties of virtual reality, including augmented and mixed reality.)

First, VR can provide different degrees of immersion – a technical term used to describe the perception of being physically present in a non-physical world. In the current review, we posit that the level of immersion is determined by three main factors: 1) representational fidelity – how realistic the VR environments are designed to represent real objects and scenes, with regard to, for example, the quality of 3D models in terms of number of pixels per image and image details such as texture, colour, size and shape; 2) display fidelity – how the 3D images are presented, for example,
on high-definition displays/screens; 3) field of view (FOV) – how a convincing sense of space is created, for example, by using a confined viewing space (e.g., a 12-inch wide computer monitor) or a wide angle of view from a head-mounted display. These dimensions jointly affect the degree of immersion in VR; in particular, increased fidelity and FOV enhance the sense of presence such that users perceive themselves physically present in a non-physical world, even to the extent of losing awareness of the fact that they are actually in an artificial world.

Second, current VR technologies provide different VR platforms or interfaces, particularly in connection with the aforementioned features – display fidelity and FOV. At the less immersive end of the spectrum are desktop-based virtual environments, commonly found in gaming software. When we discuss desktop-based virtual environments for gaming and education, we refer to them as “desktop VEs” as opposed to “desktop VR” in order to maximally distinguish them from iVR and to avoid confusion. iVR environments today include the use of iVR devices such as head-mounted displays, through which the user can see a spatial layout that is dynamically changing in accord with a first-person’s perspective. In other words, turning one’s head will lead to a different view of objects in the scene, as in real-life situations. In contrast to presentations on a desktop computer or a TV screen, iVR conveys a comparatively greater feeling of “being there” or “spatial presence” (10). Spatial presence is the result of an increased level of immersion, achieved from 3D movies and IMAX theatres but less so from desktop platforms.

Third, recent technological developments have placed more emphasis on action performance in virtual environments. Actions include, at the simplest level, user visual interactions with objects (e.g., looking at an animated animal in a zoo), direct manipulation of objects through hand movements (e.g., picking up a virtual cup in a kitchen) or other bodily movements and locomotion (e.g., navigating a virtual town). More realistic actions involve simulated social interactions, e.g. dialogues with a virtual agent in iVR or multi-player user interactions within the same iVR environment (enabled by new technological development such as HTC Vive-sync). Finally, at a more complex level, actions can be performed in mixed reality (e.g. using Microsoft Hololens), i.e. in both VR and real environments; for example, bouncing a virtual ball off a real table.

The significance of interactions (visual, manual or bodily) in iVR has been recognised by many scholars (see [11], [12] for reviews). The effects of action performance in manipulating objects or navigating in virtual environments are important for student learning and will be further discussed. Although IMAX theatres can provide a fairly high level of immersion through high display fidelity of 3D images and panoramic vision, movie contents are only passively received by the viewer, that is, without the viewer’s active interactions with the scenes. Desktop-based gaming VEs (e.g. Second Life), on the other hand, may enable some interactions but these interactions need to be mediated through an avatar which is controlled via a computer mouse or a remote device and therefore do not provide a high level of immersion. In contrast, iVR allows “whole-body” simulations in a first-person’s perspective which in turn allow highly realistic interactions, maximising the virtual experience. Users therefore feel highly immersed in the experience and may even have a temporary suspension of belief (“disbelief”) that he or she is “inside” a digital environment (11). This “disbelief” is the basis for some intense physical and psychological responses within the environment, a feature that the gaming industry wants to achieve: the greater the disbelief (e.g. fighting against a virtual monster), the more effective the virtual experience becomes.

Desktop-based virtual environments (VEs) versus immersive VR (iVR)

Due to the high prevalence of desktop-based virtual environments (VEs henceforth for consistency), it is necessary for us to briefly compare desktop-based VEs with iVR in order to identify the important features for virtual learning.

First, for desktop VEs, immersion is usually mediated through the use of a personalised avatar, with the users imagining or contextualising themselves in the virtual space. In contrast, contextualisation is not required in iVR due to the use of whole-body simulations in first-person’s perspective. Second, the features of objects and scenes on a desktop are presented on a two-dimensional (2D) screen with limited FOV (e.g. the limited size of a computer display) and other objects from the real environment may appear in the user’s peripheral vision. On the other hand, iVR presents a natural realistic 3D space, typically through head-mounted displays, without interference from real objects in the periphery. Third, the activities performed on a desktop VE, including movement/locomotion (e.g. walking or running), manual or bodily actions (e.g. manipulating objects), are typically accomplished by using a computer mouse rather than directly using one’s body parts (e.g. hands and feet). In iVR, however, the user performs actions and movements by physically engaging his or her own body parts, e.g. through the use of haptic gloves or motion sensors attached to the hands, arms or feet. It is important to note that physical movement or locomotion within the virtual space in iVR may still be restricted by limited physical space, although VR treadmills have been developed to circumvent this problem. Advanced VR technologies such as iVR enable users to manipulate or interact with the environment seamlessly as in real-life situations, providing the greatest amount of immersion and interaction among different virtual platforms. Fig. 1 (panels B and C) illustrates an example in which the user picks up a broom in the virtual kitchen while learning the foreign language word for broom.

**Fig. 1. Interaction in immersive VR (adapted from [13]).** (A) Participants could use their headset to point to any item in the virtual kitchen and listen to the corresponding foreign language word; in this example, dao (knife in Chinese); (B) individuals could virtually pick up and move any object by pressing a trigger button with their index finger; in this example, a broom; (C) a learner picking up the broom shown in panel B.
Given the abovementioned differences between desktop VE and iVR, it is important to examine the effects of these different platforms on student learning and to explore individual differences in learning. These are discussed in the following sections.

**Situated learning and the embodied cognition theory**
VR technologies, including both desktop VE and immersive VR, hold great promises for student learning given their immersive and interactive features, as described above. A significant aspect of VE and iVR in the context of student learning is their relation to the learning situation; they provide the contexts – simulations of real-world situations – of learning, that is, “situated learning” (11). By simulating real-life environments so that learning takes place in its natural ecology, these technologies have the potential to enhance educational outcomes (11). Situated learning is rarely consistently applied in traditional classroom teaching practices given the constraints of a typical classroom, for example, limited space restricts the flexibility of simulating different real-world situations across various learning topics. Both VE and iVR rely on highly interactive features which differ significantly from typical classroom teaching that relies largely on verbal interactions between students and the instructor.

Aside from providing naturalistic platforms for student learning, VE and iVR also function as excellent research tools for educators to understand learning outcomes – both successes and failures – as they offer design features that are not available in traditional methods of learning, especially the flexibility for designing learning contexts that vary systematically in crucial environmental characteristics (14, 15). For example, in a real zoo, one cannot easily rearrange animals to different locations to suit a study but such rearrangements can be achieved in iVR through simple programming. Moreover, from a research point of view, the real world contains too many variables that cannot be controlled or accounted for in a study, i.e. confounding variables. In contrast, iVR provides researchers with the possibility of tight experimental control. For example, the environment can be designed to suit the rigour of a study in terms of type of stimuli, presentation mode and timing, i.e. systematic manipulation of key variables. In general, VR provides both “high ecological validity” and “high experimental control,” thereby lending researchers an excellent tool to study naturalistic events in the lab (see (16) for a recent review).

VR learning can be conceptualised in terms of the embodied cognition theory, according to which embodied experiences – experiences grounded in physical/bodily sensation and perception of the properties of the environment – form an integral part of the individual’s (the experiencer’s or learner’s) mental representations of concepts, objects and actions (17–19). For true embodiment to occur, the individual needs to integrate various perceptual, sensory and motoric features from the environment, through whole-body physical interaction with the context in which experience or learning takes place. VR provides an excellent platform to enable this type of experience without the learner being physically present in the real-world environment. The embodied cognition theory highlights the “interaction between perception, action, the body and the environment” (18). According to the theory, body-specific (e.g. head, hand or foot) and modality-specific (e.g. auditory, visual or tactile) experiences help build mental representations from the ground up, thus integrating memories of these experiences with the relevant conceptual representations. Once the representations are integrated as such, they can activate the brain’s perceptual and sensorimotor regions when engaged or retrieved in real time (20–22).

Situated learning, as defined by Dede (11), is important for students’ learning success and depends crucially on embodied experiences. If virtual environments can ground learning in perception and action as real-life situations do, students should become more successful and the learning brain should display corresponding neurocognitive effects and benefits. Below is a summary of evidence for this hypothesis.

**Behavioural performance and neurocognitive outcomes**
Several studies have examined VR’s efficacy in students’ learning performance (see (11, 12) for reviews). Even in its more primitive form, the use of dynamic 3D figures and images in VR, compared to their static 2D counterparts, can enhance learning outcomes. In several studies, Pani and colleagues (23, 24) demonstrated that the use of and students’ interaction with 3D graphic brain models produced better learning gains in the study of brain anatomy. Interactions with 3D models including rotating views of the brain allow learners to develop better representations and subsequently aid their memory of the spatial relations between anatomical structures. The authors hypothesised that after 3D interactive learning, students may have developed more fine-grained spatial representations in terms of directional relationships between brain structures such as “surround”, “above”, “before”, “behind”. Note that traditional learning of brain anatomy, with 2D figures on a piece of paper or computer screen, limits the students’ understanding because many structures look very different when viewed from different angles/perspectives. For example, as illustrated in Fig. 2, the egg-shaped putamen and the elongated seahorse-shaped hippocampus look very different when viewed from the medial and frontal perspectives. With 3D representations and the ability to rotate and resize these representations, students receive different experiences and therefore different, in this case enhanced, learning outcomes.

Many studies have also shown positive virtual learning effects in other domains. Ketelhut et al. (25) provided evidence that students can develop better problem-solving skills through immersive interfaces compared to paper-and-pencil based curriculum when learning similar contents. Johnson-Glenberg et al. (5) examined high-school students’ chemistry curriculum in both mixed reality (MR) and traditional classroom contexts and found significantly greater learning gains for the MR sessions compared to the small to moderate learning gains in the regular instruction sessions. The authors suggested that increased levels of embodiment and collaboration were the key to MR’s success. In the area of foreign language learning, many studies have adopted the use of desktop-based VE platforms, such as Second Life – a popular 3D virtual platform for gaming, to assist learning (see Table 1 in (13) for a review). For example, in Lan et al.’s study (7), American students were trained on a set of Mandarin Chinese vocabulary. Compared to students who learned the same items via computer-based paired associations, those who learned using Second Life needed only about half the number of exposures to attain the same level of performance accuracy and showed faster acceleration of learning. A good amount of recent work has focused on promoting virtual language learning with regard to the degree of engagement and student-teacher interaction (26–29). For example, Chen (26) examined the use of Second Life in learning English as a second language and found that virtual environment enhanced students’ engagement and promoted collaboration in communication.

Virtual learning not only produces enhanced behavioural perfor-
Fig. 2. The putamen (purple) and the hippocampus (red) viewed from medial (left) and frontal (right) perspectives.

In many domains (as described above), it also impacts the brain in significantly positive ways. In an earlier seminal study (30), participants navigating a virtual town showed experience-dependent brain changes that were consistent with those associated with real-world navigation experiences. The virtual navigation data led the researchers to identify a network of brain structures that are responsible for human spatial learning; in particular, the right hippocampus was more engaged in allocentric (context- or object-based) representations of space, whereas the inferior parietal lobule (IPL) was more engaged in egocentric (body-centred, self-referential) processes. This dissociation of spatial representations in key brain regions is important for understanding student learning, particularly in the context of the embodied cognition theory. To acquire egocentric representations of space, the learner’s immersion in the environment is important and may even be critical. Individual differences in allocentric and egocentric spatial representations will be further discussed below.

Although there has not been a great deal of work investigating the direct association between specific virtual experiences and specific brain changes in language learning, Legault et al. (31), who studied the same participants as Lan et al. (7), observed significantly more neuroplasticity in the right IPL, including both the supramarginal gyrus (SMG) and the angular gyrus (AG), in participants who received VE learning compared to those who learned through paired associations. The authors also noted that cortical thickness – a structural brain measure of gray matter thickness from the surface of the cortex to the white matter – was amenable to rapid change as a result of foreign language learning experience. Specifically, a positive correlation between cortical thickness of the right IPL and training performance was observed across all training sessions in the VE group but the non-VE learners showed a positive correlation in the right inferior frontal gyrus (IFG) – a region associated with effective explicit language training – only at the final training stages (32). Furthermore, cortical thickness in the right SMG was correlated with higher accuracy score for the VE learners in a delayed retention test, whereas no significant correlation was observed for non-VE learners.

Why would virtual learning of second language vocabulary lead to rapid brain changes in the right IPL? The IPL has been considered the hub of spatial learning (30), vocabulary learning (33), sensorimotor integration and semantic representations (34). In addition, this region has also been associated specifically with effective language learning (35), immersive learning (32) and embodied cognition (36). We speculate that VR learning provides a boost to the IPL’s strong engagement in the learner’s immersive and interactive activities in virtual environments. In the real world, language learning naturally takes place in spatially enriched environments; for instance, babies begin their native language (L1) learning by listening to their caregivers as they talk and point to objects, while they themselves explore the environment by crawling around. Adults, on the other hand, often learn a second language (L2) in a classroom setting, listening to their teachers talk, reciting lists of L2 words and associating these words with their L1 translation equivalents. Learning in such a context is far removed from real-world environments where language is used in a natural manner and where visuospatial and sensory cues should be present. This lack of real-world experiential support, according to some theorists (e.g. (37)), is the key obstacle to the L2 learner’s ability to develop native-like language representations. Recent neurocognitive evidence lends support to this account in terms of the embodied cognition theory. For example, Zhang et al. (38) demonstrated that the neural networks recruited during embodied semantic processing differed significantly between native (L1) and second language (L2) speakers. Specifically, L1 speakers engaged a more integrated brain network connecting key language areas with sensorimotor and semantic integration nodes, whereas the less integrated L2 processing system reflects a potential absence of embodied experiences.
VR is uniquely suited to help adults learn languages in simulated environments that maximally resemble real-world contexts, i.e. equating the contexts of child L1 and adult L2 learning. The realistic simulated contexts satisfy situated learning conditions on the one hand and, on the other, provide an opportunity for learners to derive embodied representations that are grounded in social and perceptual interactions (see (39) for a recent discussion of this perspective applied to L2 learning).

Degree of immersion and interaction
Earlier, we identified immersion and interaction as two important features of VR and showed that these two can vary on a spectrum depending on the virtual platforms used (e.g. desktop VE versus iVR). However, it remains unclear whether and how these features independently or jointly contribute to student learning.

Although the examples above illustrate the efficacy of VR in enhancing behavioural performance and brain plasticity, most studies have so far focused on desktop-based VEs. Desktop VEs typically allow little immersion and rely on the use of a personalised avatar – controlled via a computer mouse or remote device – to achieve the necessary interactions. Thus, they generally provide a low to medium degree of immersion and interaction (perhaps with some exceptions from today’s gaming industry). In contrast, iVR typically makes use of devices such as head-mounted displays (HMDs), haptic sensors and other body gears (including VR treadmills) to produce “whole-body” simulations in first-person’s perspective, allowing users to make social interactions in highly realistic visuo-spatial environments. Given the differences between VE and iVR in terms of immersion and interaction, one would expect the latter which maximises embodied experiences with whole-body engagement to provide better situated learning for students and consequently lead to better learning outcomes.

There have been a number of studies that focus the effects of desktop VE versus iVR on learning. Ruddle et al.’s (40) early study compared the two in terms of navigation patterns with regard to time and efficiency in moving around a virtual environment. The HMD group showed an advantage in both navigation time and the ability to estimate distances. Ruddle and Lessels (41) further showed the importance of full physical movement in VR compared to rich visual scenes for successful memory retrieval performance in navigational search tasks. Another study by Mania et al. (42) tested three groups of participants’ recall of objects in a room and found that those who experienced a real room filled with objects showed the best performance, followed by the HMD group; those who viewed the objects on a desktop performed worst. However, after one week, the three groups did not differ in recall accuracy or confidence, suggesting that the differences between the three conditions did not produce a lasting effect. This study is important not only in that it compared iVR with real-world situations but also examined the differential effects on short-term and long-term memory retention. A recent study by Krokos et al. (43) used a within- rather than a between-participants design to examine the efficacy of memory recall in a virtual palace under both desktop VE and HMD iVR conditions. Participants were asked to view and later recall locations of famous faces (e.g. Albert Einstein). Their data showed that HMD iVR, compared to desktop VE, generated significantly higher memory accuracy and fewer errors during recall.

The literature is, however, not uniform with regard to the relative advantages of iVR over desktop VE in producing learning outcomes. While the aforementioned studies have shown better results with iVR, it is not always the case (44–46). It is therefore important to examine the factors that contribute to the inconsistencies across different studies. Here, we take a different perspective, looking at the individual differences that may have contributed to the inconsistencies (see further discussion below).

The abovementioned studies that have demonstrated the superiority of iVR over desktop VE in terms of aiding learning are generally compatible with the arguments made by Schwienhorst (47) and Johnson-Glenberg et al. (5). Schwienhorst (47) outlined several components of VR that are theoretically important for learning, including increased learner autonomy (e.g. planning and monitoring information) and increased ability of to manipulate and organise the learning environment (e.g. using handheld controllers to move objects within a virtual space). Both autonomy and manipulation are critical for interactions and are in turn important for good performance outcomes in VR. Similarly, Johnson-Glenberg et al. (5) identified three components that are essential for embodied experiences of situated learning: (a) strong engagement of the sensorimotor system (e.g. through movement/locomotion), (b) high degree of interaction with the learning contents (e.g. through gesture or direct manipulation of objects) and (c) learner’s perception of being highly immersed (e.g. through a wide-angle 3D view). They showed that mixed-reality (MR) environments involving kinaesthetic and multimodal engagements, compared to traditional instructional methods, led to significant learning gains, given the same teacher, same contents and the same amount of learning time. Although MR (a blend of real and virtual contexts) is not exactly the same as iVR, the degree to which they engage actions and interactions are similar and therefore is believed to enhance learning in similar manners, and thus advantageous over desktop-based contexts where students’ bodily engagement is relatively minimal.

Although the comparison between desktop VE and iVR points to the important role of degree of interaction (i.e. the more the better), it remains unclear whether immersion plays an independent role in enhancing student learning performance. Some recent studies suggest that immersion plays a more limited role than one would expect (e.g. (48)). These findings prompt future research directions in which VR technologies should be tailored to individual needs and preferences. The following and final section below centres on the individual difference perspective.

INDIVIDUAL DIFFERENCES IN VR LEARNING
Designers of VR products do not necessarily have access to the cognitive and behavioural characteristics of the users. In addition, average performance does not reveal individual differences among VR users/learners and this may account for some of the discrepancies in the existing literature on the effects of desktop VE and iVR on learning, as discussed earlier. The current paper aims to identify the important features of VR, the characteristics of different learners and the interactions between these two in contributing to learning outcomes – successes and failures. In what follows, we focus on two areas of research to understand individual differences in using VR, namely spatial learning and language learning.

Individual differences in spatial learning
Several studies have demonstrated that learner characteristics – such as cognitive abilities, particularly spatial abilities and executive functions – contribute to individual variability in virtual learning. Here we focus especially on spatial abilities due to the abundant evidence in this domain. Spatial abilities have been examined in
great detail in recent years under the rubric of “spatial learning” (see (49, 50) for reviews; see also (51)), referring to one’s capacity to analyse spatial features of an environment, navigate a complex landscape and form abstract representations of the environment (i.e. mental maps). Various studies have indicated that spatial abilities are central for learning and academic performance in a variety of subjects including science, technology, engineering and mathematics (STEM) (23, 52, 53). A longitudinal study further suggested that spatial ability at age 13 is a strong predictor for later achievement in STEM domains (54).

Research in spatial learning is highly relevant to our discussion because, on the one hand, VR has played a key role in this field (14, 30) and, on the other hand, the issue of individual differences has also gained prominence in this area of research (see (55) for a review). According to Newcombe and colleagues (49, 50), individual differences in spatial abilities can be examined along two dimensions.

First, spatial abilities vary across individuals in terms of how people analyse intrinsic and extrinsic features of the environment. Intrinsic features – the “what” properties of objects – refer to properties such as shape, size and motion patterns, whereas extrinsic features – the “where” properties – concern the relative location and orientation of objects. Interestingly, given the same environment, different individuals tend to excel at attending to different types of features. Accordingly, Motes et al. (56) distinguished between object visualisers and spatial visualisers; these two types of individuals differ in performance and neural efficiency in processing intrinsic appearances of objects and extrinsic spatial relations. Such individual differences have also been linked to achievement in different STEM domains. For example, visual artists and designers – object visualisers – are typically better at intrinsic analytic tasks, whereas mechanical engineers – spatial visualisers – tend to excel at extrinsic tasks (50, 54).

Second, spatial abilities also vary across individuals in terms of how they analyse static representations and dynamic transformations in the environment. Some objects are inherently static (e.g. kitchen appliances such as stovetop and extractor hood), while others are dynamic (e.g. animals that walk, run, swim or fly). To build representations of dynamic objects, the user/learner needs to represent their different movement patterns in the environment (e.g. how animals walk, swim or fly). In VR, researchers can design environments, in a controlled manner, e.g. presenting either static or dynamic objects on separate occasions or both at the same time. Under well-controlled conditions, users can also interact with static objects in specific ways intended by the researchers/designers; for example, they can pick up a broom or open an oven door.

Spatial analyses of intrinsic/extrinsic and static/dynamic features of objects in the environment are natural processes of learning but how these features are differently analysed across individuals may differentially impact student learning. For example, in learning brain anatomy, students need to attend to the shapes of the different brain structures (see above discussion on Fig. 2); for example, the almond-shaped amygdala, the egg-shaped putamen and the seahorse-shaped hippocampus. Students also need to attend to the relative locations of brain structures, e.g. the amygdala is anterior to (or in front of) the hippocampus. As discussed earlier, Naaz et al. (24) examined medical students’ learning of neuroanatomy and found that learning with animated 3D models produced better memory retrieval. Even though the brain’s anatomical structures are static, the use of dynamic 3D models allowed the students to rotate and view the same brain structures from different angles. Using standardised spatial ability tests (e.g. the mental rotation task) (57), researchers found that students with higher spatial abilities scored significantly higher on neuroanatomy learning outcomes compared to those with lower spatial abilities. However, it remains unclear whether superior performance should be attributed to students’ focus on intrinsic/extrinsic features of the objects or to the treatment of objects in a dynamic fashion, i.e. the opportunity to manipulate and rotate the anatomical structures in a 3D space. Some previous research suggested that participation in full-body movement might be more important than the richness of visual scenes (e.g. (41)) but others have reported contradictory findings. For instance, simply observing how objects were acted on or manipulated, rather than actually performing actions on them, led to better learning outcomes in both real and virtual environments (45).

Studies have demonstrated that human spatial abilities are not uniform across different scales (38); for example, being good at manipulating small objects does not necessarily make one good at navigating a campus (59). Zhao et al. (60) investigated how spatial abilities interact with viewing perspectives in a large-scale environment. Participants navigated a virtual maze through 360° images taken at normal eye level (ground perspective) or 360° images taken at 5.3 metres above ground (elevated perspective). Participants’ spatial abilities were measured using the Santa Barbara Sense of Direction Scale (SBSD) (61), the scores which have been shown to correlate highly with spatial knowledge acquired from direct experience in large spaces. The results revealed a significant interaction between viewing perspectives and participants’ spatial abilities; in particular, participants with low spatial abilities benefited more from the elevated perspective than participants with high spatial abilities. The results highlight the importance of individual differences in spatial learning and are highly consistent with Legault et al.’s (13) findings in the language learning domain, as discussed below.

Individual differences in language learning

Language learning is closely related to and may depend on spatial ability but this important relationship has often been neglected in the literature. Language learning engages multimodal, perception-action enabled experiences just as spatial learning does (38). Language learning in natural contexts often takes place in rich spatial environments. In the case of babies, they begin learning their first language (L1) while crawling around and exploring their immediate environments. For example, when a mother points to an object and says “teapot”, her child’s attention is instantly drawn to the teapot’s shape, colour and location in the environment. Thus, in language learning, the abilities to mentally analyse and represent spatial features and relations are highly relevant. In contrast, when an adult learns a new word in a second language (L2), he/she makes a mental connection with the equivalent word in L1. For example, upon hearing the teacher say the English (L2) word “teapot” in a classroom, the student’s attempts to mentally connect it to the equivalent word “tetera” in his/her L1, in this case, Spanish. This type of learning is far removed from the natural environment, as the object (teapot) and both its intrinsic and extrinsic features are absent. Here, VR can enhance the L2 learning experience by simulating a natural learning environment through the presentation of visuospatial cues, thereby allowing perception and action to take place.

Previous research demonstrated that physical or bodily simulations such as gestures can promote sensorimotor integration and facilitate both L2 learning (62, 63) and the understanding of...
STEM concepts in astronomy, chemistry and earth sciences (5, 64, 65). In cases where there are no word-for-word translation equivalents between L1 and L2, bodily simulations and actions may function as the necessary conditions for understanding the dynamic meanings of certain words. For example, there is no one-word translation equivalent in Chinese for the English word “tiptoe” but simulated movements can easily enhance the understanding of this concept. The close-knit relationship between movement and language processing is supported by neurocognitive evidence. Dynamic movement information processing activates the brain’s sensorimotor regions, damage to which could lead to degraded linguistic performance (66).

While the use of VR in language learning reduces the problems associated with a lack of sensorimotor information, different learners may benefit differentially from the VR experience. Individual differences have been reported in the following studies. Hsiao et al. (67) analysed the movement trajectory patterns of L2 students from Lan et al.’s study (7) which made use the desktop VE Second Life to allow students to explore and learn L2 words in three virtual contexts: a supermarket, a kitchen and a zoo. Students used different strategies in learning new L2 words. In particular the low-achieving learners tended to adopt a more rigid strategy, the “nearest neighbour strategy”, learning labels for objects that were physically adjacent in the virtual space. On the other hand, the high-achieving learners were more likely to adopt a “cluster strategy”, selecting the words that belonged to the same group but were not necessarily nearby. The latter students were more exploratory, grouping similar-sounding words or similar-looking objects together for learning, i.e. grouping objects based on their intrinsic features. Individual differences were captured quantitatively by the statistical method “roaming entropy” – a measure of the degree or variability in movement trajectories in self-directed exploration of space (68). The high-achieving learners showed higher roaming entropy, indicating more variable movement paths and more self-exploratory analyses. Thus, navigation patterns in VE may reflect learners’ capacity in conceptually organising the environment and exploring it interactively.

Although both desktop VE and iVR have gained much attention in language research (see (15) for a review), few published studies have used iVR to examine L2 learning in an experimental setting. Legault et al. (13) were among the first to conduct iVR studies on L2 learning. They trained American monolingual students to learn Mandarin Chinese on an iVR platform. Participants wore head-mounted displays to view and interact with objects/animals in an iVR kitchen/zoo. Researchers compared iVR learning with non-iVR learning method using L2-to-L1 word association (or word-word association; hereafter WW association). Perhaps due to the high degree of both immersion and interaction of iVR features, the iVR group showed significantly better performance in L2 vocabulary attainment than the non-iVR group. Interestingly, the kitchen items were learned better than the animal names. The better performance of kitchen items was attributed to the more action-based manipulations of virtual objects in the iVR kitchen (e.g. picking up objects and moving them around; see Fig. 1) than were possible with virtual animals. The iVR kitchen environment thus conferred more “whole-body” interactive experience to the learner than the iVR zoo, enabling stronger engagement of the sensorimotor system and in turn deriving more embodied representations. Legault et al. (13) also noted a trend that learners with higher spatial abilities performed better in the iVR zoo than in the iVR kitchen. Moreover, the authors reported that the iVR features did not impact all learners equally. In particular, the “struggling” (or less successful) learners benefited more from iVR learning. By contrast, iVR learning did not produce a significant advantage over non-iVR learning in successful learners (see Fig. 3). This pattern of individual differences arises from environmental features, learner’s spatial abilities and their interactions. The findings suggest that technologies like iVR can provide a significant boost for some but not necessarily all populations. Finding the sweet spot could be a challenge for future studies.

Although spatial ability has been the central focus of our discussion on individual differences here, individual differences in executive functions, particularly working memory, could also significantly impact students’ learning under VR conditions. Ample evidence has demonstrated that better working memory facilitates language learning (69–71) but how working memory affects language learning in VR remains unclear. Legault et al. (31) reported that cortical thickness was positively correlated with working memory performance in the right SMG. As discussed earlier, the right SMG – part of the IPL – has been found to play a significant role in L2 learning as part of a larger network in socially grounded language learning (see (39) for review). Interestingly, this correlation was only observed in iVR but not in non-iVR learners, suggesting that iVR may bring about differential changes at both behavioural and neural levels across individuals with different working memory capacities.

CONCLUSIONS AND FUTURE DIRECTIONS

In this paper, we provided an integrative account of how VR as a rapidly developing technology might significantly impact student learning. Our review has focused on key features of the technology – namely immersion and interaction – as well as important cognitive characteristics of the learners. For VR to play a significant role in education, we need to understand what technological features are important and how students take advantage of the technology. We examined how VR helps to create situated learning conditions and how the embodied cognition theory sheds light in this context of learning. We further presented a summary of how VR learning might lead to enhanced behavioural and brain outcomes compared to traditional methods of classroom-based learning. Our discussion highlighted the importance of individual differences in producing differential learning outcomes under VR learning conditions, in particular how cognitive abilities such as spatial abilities might impact spatial learning and language learning.

Several important issues remain to be understood in future stud-
ies (see (11) for a discussion). First, it is important to understand how the two key features of VR – immersion and interaction – independently impact learning in VR contexts. It may be possible to tease apart their relative contributions by systematically varying the two dimensions in a controlled manner. For example, one could increase the degree of immersion by increasing the FoV and/or 3D image fidelity whilst holding the degree of interaction constant, or vice versa, i.e. increasing the degree of interaction whilst holding the degree of immersion constant. It is also important for future studies to examine the effects of these key features in learners of different age groups and explore the possible interactions. In this regard, further investigation on how individual differences impact VR learning will need to identify other user characteristics that make some learners more receptive to VR learning than others. Second, only a limited number of studies have directly compared VR learning with real-world learning (42, 72). More research making this type of direct comparison is important to determine whether experiences gained in VR will be equivalent or similar to real-life experiences and whether experiences from VR can be transferred to real-life learning situations. For example, if spatial learning and memory performance are enhanced in simulated navigation in VR environments, will the learner fare better in real-world situations? This is a research question that holds significance not only in the context of education and learning but also in other domains including healthcare settings and clinical applications (73, 74). Third, we need to chart in detail the brain networks induced by VR learning across different modality-specific representations. Earlier we pointed out that VR learning could lead to structural brain changes in the inferior parietal lobule but we need more systematic studies of the multiple brain regions and their connectivity patterns induced by VR learning (see (75) for a review of such networks for L2 learning). Regions of interest include, but are not limited to, frontal regions (e.g. superior frontal gyrus – a hub for spatial memory), temporal regions (e.g. anterior temporal gyrus – a hub for semantic representations), pre- and post-central sensorimotor gyri, visual-occipital regions (e.g. MT/V5 – a motion detection centre) and subcortical regions (e.g. basal ganglia – a key structure for sequential learning). Finally, cutting-edge iVR technologies such as VR-eye tracking integration and VR-EEG integration will allow the collection of rich multimodal, real-time, continuous and large-scale data from users’ eye gazes/movements, physiological and neurocognitive responses, as well as other bodily actions/movements. Such rich data will provide details about object features that users attend to, spatial movements and navigation patterns that they perform, as well as the duration of their attention and movements on a moment-by-moment basis. These complex data, which differ significantly from data collected from traditional questionnaires and interviews performed after learning, lend themselves readily to data-intensive analytics based on advanced statistical and machine learning techniques. Along this direction, future research may also make use of computational models to unravel learner-specific patterns and further understand individual differences in VR learning.

The abovementioned new and exciting directions for future research will open new avenues for collaborations across different disciplines such as educational science, artificial intelligence and neuroengineering. We stand at a new era of integration of technology and human learning. Technological advancement will allow systematic examination of key features that support VR (e.g. immersive experience, visuospatial perception and motivation), individual differences that affect learning (e.g. cognitive abilities and executive functions) and the underlying mechanisms (e.g. sensorimotor integration and embodied social interaction) that enable VR as an effective tool for future student learning.
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