Chapter Ten

Language in, on, and
about Time

Elizabeth Bates, Jeffrey Elman, and Ping Li

Language is a system that lives in time—perhaps more so than any other
aspect of mind and behavior. Literate individuals can write down their
thoughts and leave them lying about for a while in some atemporal paper
space. But these written forms are frozen and lifeless until someone
picks them up and turns them back into a temporal stream. Spoken
language can be used to talk about the past, and it lives in a rapidly
changing present. But it always faces forward, rushing toward a future
that is (more often than not) charted only a few words or syllables in
advance. These forward-facing, temporally constrained properties have
some-important implications for the way language is acquired by chil-
dren, implications that we will review in this chapter from three points
of view: language in time, language on time, and language about time.
In the first section (in time), we deal with the central role of predic-
tion (i.e., guessing what comes next) in language learning. In particular,
we will review some recent simulations of language learning in recurrent
nets, a kind of neural network architecture that also lives in time, using
information about the present and the past to guess what word (or other
linguistic element) is going to come next. Results suggest that a future-
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oriented system of this kind has enormous potential for capturing realis-
tic aspects of language learning in children.

In the second section (on time), we view language as 'a complex skill
that must be carried out under serious temporal constraints. In particu-
lar, we compare and contrast the effect of temporal constraints on com-
prehension (i.e., strategies for optimizing information before it fades
away) and on production (strategies for the rapid access of words and
sentence frames, and the problems of choice and commitment in sen-
tence planning). This framework helps us to understand aspects of lan-
guage development that go beyond the “acquisition” of words and gram-
matical rules, with an emphasis on developmental changes in the
efficiency of real-time language use.

In the third and final section (about time), we look at how children
learn to talk about time. This involves a brief review of cross-linguistic
evidence on the development of time words (e.g., “tomorrow,” “now”),
verb tense (e.g., past, present, future), and verb aspect (e.g., complete
VvS. incomplete events; continuous, punctate and/or iterative events). Em-
phasis will be placed on cognitive and conceptual prerequisites for the
development of “time talk.”

LANGUAGE IN TIME

Time is clearly important to human behavior, if only because many activi-
ties are necessarily expressed as temporal sequences. We understand
causality because causes precede effects; we learn that the coherent
motion over time of points on the retinal array is a good indicator of
objecthood; and it is difficult even to think about phenomena such as
language, goal-directed behavior, or planning without some way of repre-
senting time. So it is particularly curious that most theories of human
behavior completely neglect time.

To be sure, there are notable exceptions. Some theorists have seen
that the processing of serially ordered events and the abstract representa-
tion of those events pose serious challenges. For example, an important
issue in models of motor activity is whether the action plan is a literal
specification of the output sequence or represents serial order in a more
abstract manner (e.g., Fowler, 1977, 1980; Jordan & Rosenbaum, 1988;
Kelso, Saltzman, & Tuller, 1986; Lashley, 1951, MacNeilage, 1970;
Saltzman & Kelso, 1987). Linguistic theoreticians, on the other hand,
have tended to be less concerned with the representation of time (typi-
cally assuming, for instance, that all the information in a sentence is
somehow made available simultaneously in a syntactic tree); but the
research in natural language processing suggests that the problem is not
trivially solved (e.g., Frazier & Fodor, 1978; Marcus, 1980). Thus one
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of the most elementary facts about human activity—that it has temporal
extent—is sometimes ignored and is often problematic.

Connectionist Models

In the past decade there has been renewed interest in computational
models of behavior that have “brainlike” properties. The guiding princi-
ple underlying this approach (sometimes called “connectionism,” or
“parallel distributed processing,” or “neural network models”) is that
many important aspects of human behavior may be explained by under-
standing the constraints and properties of the hardware (neural tissue)
that supports it. Although it is undoubtedly true that we know far less
about brain function than remains to be discovered, there are nonethe-
less a number of ways the brain is clearly different from the standard
digital computer. On one hand, memory access time is dramatically
slower in the brain (tens of milliseconds, compared with nanoseconds for
the computer); on the other hand, digital computers execute instructions
serially, one at a time, whereas processing in the brain is distributed
over millions of units that may be active simultaneously. Programs in
the computer consist of lists of instructions; “programs” in the brain are
probably stored as modifications in synaptic strengths.

Connectionist models attempt to capture these basic properties by
using a large number of simple processing units (each with roughly the
computational power of a neuron), in which processing elements may
display a graded range of outputs (but with nonlinearities in their output
function), with massive interconnections between units. An important
feature of this approach is the existence of relatively simple learning
algorithms that allow networks of this sort to learn behaviors based on
example rather than explicit instructions or rules.

Although one of the early attractions of such systems was their ability
to carry out processing in parallel (in a way similar to what is believed
true of humans), more recent developments have opened up a new way
of dealing with serial processing. A variety of approaches have been
studied (e.g., Elman, 1990; Jordan, 1986; Stornetta, Hogg, & Huberman,
1987; Tank and Hopfield, 1987; Waibel, Hanazawa, Hinton, Shikano, &
Lang, 1987; Watrous & Shastri, 1987; Williams & Zipser, 1988). The
most intriguing are those that treat the processor as a dynamic system
(that is, a system in which the current state depends to some degree on
its prior state). These systems are deceptively simple in appearance but
have yielded surprising results.

One of the key insights that has emerged from simulations involving
these models is that an enormous amount of information can be gleaned
merely by attending to serially ordered input and attempting to predict
what will come next. In some sense, of course, this is hardly surprising.



296 / Language and Narrative

OUTPUT UNITS

0000
y
HIDDEN UNITS
olelelololelolole)e)
4
ololololelololoYeYe)
O0000 CONTEXT UNITS
INPUT UNITS

Figure 10.1 Simple recurrent network. Hidden-unit activations are copied
into the context units on cycle ¢, then fed back to the hidden units on cycle
t+ 1.

The order of events in the world (for example, of words in utterances)
is rarely either random or lacking structure, but it reflects a rich and
complex interaction of constraints. It makes sense that a system that can
predict which events will follow other events must be sensitive (if only
implicitly) to those constraints. What is less clear is how much prior
knowledge must be possessed in order to learn these constraints. The
simulations we describe below suggest that rather less prior knowledge
is required than one might think.

Learning about Lexical Categories

For instance, consider the problem of lexical semantics: How do children
learn the meanings of words? Clearly there are multiple sources of infor-
mation that allow children to learn word meanings. But what about
the primitive semantic and grammatical categories themselves: animate,
human, breakable, noun, transitive verb, and so on? Are these innately
specified, or can they be induced from the input alone?

Elman (1990) attempted to answer this question by presenting a neu-
ral network with a simple problem. The network (shown in F igure 10.1)
consisted of three layers. The nodes in the input and output layers were
used to represent words (each word was represented by turning on a
different node). The intermediate (“hidden”) layer was used to allow the
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network to form intermediate or internal representations of the words it
received as input. A context layer was used to recycle hidden-layer activa-
tion patterns. This recurrent, or feedback, layer provided the network
with internal memory. The network was given a sequence of words as
input, one at a time, and asked to produce on its output layer a prediction
of which word would follow. The words formed simple sentences and
were concatenated so there were approximately 27,000 words in all (a
sample fragment is shown below:

input: dog chase woman woman smash plate  boy eat sandwich . . .
output: chase woman woman smash plate boy eat sandwich girl . . .

The network itself was initially configured with random weights along
the connections between layers, so that the predictions at the outset
were random (typically all output units would receive some small random
activation). As the training proceeded, the network prediction after each
new input was compared with the next word that was actually received
and the discrepancy between predicted and actual word was used to
adjust the weights in the network (using the back-propagation of error-
learning algorithm; Rumelhart, Hinton, & Williams, 1986). This proce-
dure allows the network weights to gradually converge on a set of values
such that the correct output can be produced in response to any reason-
able input.

In fact, at the conclusion of training, the network’s performance was
quite good. Interestingly, the network was not able to predict the exact
word that would follow in any given context. Short of memorizing the
sentences, this would not have been possible. A sentence beginning “The
woman . . .” might continue in a variety of ways. What the network
learned instead was to predict all of the words that might occur in a
given context, in proportion to their likelihood of occurrence.

At this point it is worth asking how the network solved the problem.
Recall that each word was represented by a vector of 30 ones and zeros
in which a single bit—arbitrarily chosen—was turned on. As a result,
there is no built-in information about a word’s grammatical category or
about its meaning. (More precisely, the words are represented by basis
vectors, which are orthogonal to each other and lie at the corners of a
30-dimensional hypercube). Indeed, the very notions of grammatical
category and semantic feature are not part of the representations made
available to the network. ‘

However, grammatical categories and semantic features clearly play
a role in the order of words in these sentences. Although it is true that
many words might occur in any given context, not just any word was
acceptable. Only words that “fit” by virtue of the grammar or semantics
of that sentence could be predicted. So we might expect that to solve
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the prediction problem the network might have to learn something about
grammatical and semantic categories. If so, where would this information:
be situated?

The most likely location would be in the hidden layer. As the network
processes a sentence, each new word activates the nodes in the hidden
layer. The hidden-layer activations then cause the output nodes to be
activated (in order to predict the next word). Although the encoding for
words is set in advance, the activation patterns in the hidden units are
learmed over time by the network, and the network is free to develop
internal representations of words that reflect their properties in a way
that allows the network to do the prediction task. Thus it is instructive
to look at these internal representations.

This can be done by allowing the trained network to process addi-
tional sentences. As each word is presented, we save the hidden unit
activation pattern it evokes (in the process of producing a prediction).
Metaphorically, we might imagine that we are recording event-related
potentials (ERPs) from the network as it processes the stimuli, much as
we might collect scalp potentials from human subjects as they listen to
sentences. Eventually we end up with hidden unit activation patterns
corresponding to each of the possible input words. These patterns are
vectors in 150-dimensional space (because there are 150 hidden units).
It is not feasible to visualize such high-dimensional patterns directly, but
we can see how they are distributed in space by looking at the similarity
relations between them. A hierarchical clustering tree represents this
information by joining vectors that are close in space low in the tree;
vectors or groups of vectors that are more distant are joined higher up.

In Figure 10.2 we see a hierarchical cluster diagram of a trained
network’s hidden unit activations for the words used in this simulation.
Remarkably, it appears that the network has discovered a great deal
about both the grammatical and the semantic characteristics of the
words. The hidden unit activation space is divided into two major re-
gions: verbs (shown on the top of the tree) lie within one region, and
nouns (shown on the bottom) within the other. Transitive, intransitive,
and optionally transitive verbs are grouped separately within the verb
space. And nouns are partitioned into regions corresponding to animate
and inanimate, with further divisions marking human, nonhuman, break-
able, large versus small animal, and so forth.

These groupings are not part of the input in any overt sense, but
they do reflect the temporal structure of the sentences. The noun/verb
distinction underlies the basic word order; the argument structure of
different verbs and the semantic features of different nouns account
for other ways word order is constrained. So while the task of the net-
work was not to extract these distinctions explicitly, it is clear that the



Language in, on, and about Time / 299

melt
__:Enove
ink
xist  D.O.-ABS

loep VERBS
DO-OPT

reak
mash

ike
hase  DO-OBLIG
t

OUSS
—-l__CS:(‘,; ANIMALS
onster
—ﬁ ANIMATES
-agon

.oman
|j %ﬂ"‘ HUMAN
Y

[ng;vich INANIMATES
ookie FOOD
bread

BREAKABLES

NOUNS

2.0 ‘1.5 1.0 0.0 -0.5

Figure 10.2 Hierarchical cluster of hidden unit activation patterns from net-
work described in simulation 1. The input patterns are orthogonal vectors, but
the hidden unit activations encode a similarity structure that reflects the se-
mantic and grammatical characteristics of the lexicon.

(apparently simple) task of prediction provides a powerful motivation for
inducing much more structure than we might have supposed at the
outset.

Rules as Trajectories through State Space

In the last simulation we saw that the network was able to make useful
inferences about the lexical category structure of words, based on distri-
butional facts. The representation of the lexicon in this system looks very
different from the standard lexicon we are familiar with in psycholinguis-
tics. Rather than being a table of dictionarylike entries, the lexicon here
is a region in state space, embodied in the activation patterns on the
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Figure 10.3  Schematic representation of hidden-unit activation patterns as
vectors in an N-dimensional state space. Lexical items are points in space; dif-
ferent regions correspond to grammatical categories or semantic features.

hidden unit layer. The network learns to organize this space into regions
that represent grammatical and semantic information. Thus the lexicon
is simply the region of space into which the network moves when it
“hears” a word. Figure 10.3 depicts how this might look in three dimen-
sions. What is missing from this picture is a sense of how grammar itself
is represented in such a scheme. That is, the lexicon is an important
part of language, but we also need a way to represent the constraints on
how words may be combined to form interpretable sentences. In tradi-
tional schemes, of course, this is accomplished through rules. We might
wonder how such constraints could be represented in a system with
dynamical properties, such as a recurrent network.

To explore this question, let us consider a somewhat more complex
language than the one used in the first simulation, where sentences
consisted of only two or three words. Obviously, natural language typi-
cally involves utterances that are not only longer, but more complex. For
example, consider a sentence such as “The cat the dogs chase climbs up
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the fence.” In some sense, there are real]y two-sentences here: “The cat
climbs up the fence,” and “The dogs chase the cat.” The sentences are
combined here using relative-clause formation (as opposed to simply
conjoining them with “and”). As a result, there is a part-whole relation
between the subordinated sentence (“The dogs chase the cat”) and the
noun it modifies (“the cat”). There are not only conceptual consequences
to this relation, but grammatical consequences as well (e.g., the first
noun, “cat,” is in the singular and agrees in number with the last verb,
“climbs,” whereas the second noun, “dogs,” is in the plural and agrees
with the first verb). An important question, thus, is how a network such
as the one used in the first simulation might represent the structure of
such complex sentences. The problem is that the significant structure of
the sentence departs from the simple linear order of the words.

This problem was addressed in Elman (1991). A simple recurrent
network, similar to the one shown in Figure 10.1, was trained on a
prediction task involving complex sentences. The following sample illus-
trates the sort of sentences used:

boys who chase dogs see girls.

girl who boys who feed cats walk.

cats chase dogs.

mary feeds john.

dogs see boys who cats who mary feeds chase.

The prediction task was complicated by the many long-distance de-
pendencies (e.g., between main clause subject nouns and their verbs,
often separated by several embedded clauses; or verbs whose direct
objects preceded, rather than followed, the verbs). The network was
able to learn the grammar only when it began the task with limited
resources and a narrow attentional window and then “matured” slowly
over time (Elman, 1993). At the conclusion of this training regime, the
network not only mastered the training data but was able to generalize
its performance to novel sentences that contained new lexical items and
structures it had not seen before. At least from its performance, it ap-
pears that the network learned the complex grammar underlying the
data. How was the grammar encoded?

One can answer this question in much the same way as for the first
simulation, by looking at the hidden unit patterns as the network pro-
cesses the sentences. This time, however, it is instructive to study these
patterns as they change over time (and so our network ERPs are really
more analogous to the time-varying traces recorded with human subjects
than the static traces recorded in the first simulation). Figure 10.4 shows
the trajectory of the network’s “mental state” as it processes two sen-
tences: “boy who boys chase chases boy” (bottom trace) and “boys who
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Figure 10.4 Trajectory through (hidden unit) state space as a network pro-
cesses the sentences “boy who boys chase chases boy” and “boys who boys
chase chase boy.” The horizontal axis represents time; the vertical axis repre-
sents position in state space. The difference in the number of the initial noun
(singular vs. plural) is encoded by a displacement in state space.

boys chase chase boy” (top trace). The two sentences are identical except
for the embedded relative clauses, which have a singular subject in one
case and a plural subject in the other. What Figure 10.4 shows is how the
network marks the number of the main clause subject. This is encoded as
an upward displacement (for plurals) in the plane of state space.
Figure 10.5 shows state space trajectories for the three sentences
“boy chases boy,” “boy sees boy,” and “boy walks.” The verbs in these
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Figure 10.5 Trajectory through state space as a network processes the sen-
tences “boy chases boy,” “boy sees boy,” and “boy walks.” The horizontal and
vertical axes represent different dimensions in the state space (see Elman,
1991, for details). The three verbs differ in their verb argument structure: in
this grammar, “chases” is obligatorily transitive, “sees” is optionally transitive,
and “walks” is obligatorily intransitive. The network represents verb argument
expectations along an axis running from the upper left to lower right in state
space.

sentences differ with regard to their verb argument structure. In this
grammar, “chases” is obligatorily transitive and so always requires a di-
rect object; “sees” is optionally transitive (in this example it is followed
by a direct object, but it need not be); and “walks” is intransitive. The
network learns to encode this difference in argument structure along an



304 / Language.and Narrative

]

-

1.0

boy]S

0.8

PCA 11
0.6

who 4

0.4

chases

I I I ]
-2 - 0 1 2

PCA 1

Figure 10.6 Trajectory through state space as a network processes the com-
plex sentence “boy chases boy who chases boy.” The horizontal and vertical
axes represent different dimensions in the state space (see Elman, 1991, for
details). The canonical pattern for a simple sentence is represented in embed-
ded causes as a displacement (to the lower left) in state space.

axis that runs from upper left (for transitive verbs) to lower right regions
of state space (for intransitive verbs).

Finally, in Figure 10.6 we see how the network represents levels of
embedding. The first part of the trajectory (corresponding to the main
clause, “boy chases boy”) turns out to be the canonical pattern for all
simple transitive sentences (the pattern looks different from that in F ig-
ure 10.5 simply because we have changed our viewing perspective and
are looking at a different plane in the high-dimensional state space of
the network’s “brain”). In this figure we see that as the network processes
additional relative clauses it replicates the basic canonical pattern, dis-
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placing it to the left and downward in state space. This spiraling pattern
is typical for embedded clauses and s the way the network represents
the hierarchical organization of complex sentences,

Let us now try to summarize what we have learned from these simula-
tions. First, it is clear that there is a great deal of information to be
gleaned from the linguistic input. The network starts off with minimal a

networks are; yet these results suggest caution about exactly how much
prior innate knowledge must be attributed to account for language acqui-
sition. ‘

Second, although the prediction task used in these simulations s
elementary and children obviously do more than simply predict, it is also
apparent that anticipating how the world will change over time is a

particularly at early stages of development, children (and other organ-
isms) might use prediction as a Way to impose basic order on the world
and to bootstrap further learning.

Finally, these networks give us new ways of thinking about the lexicon
and about rules. The view that words are simply sensory stimuli that
(through convention) move our brains into particular regions of mental

processed; these are grammatically well-formed sentences. Ungrammati-
cal sentences are sequences of words that move against the dynamics.
Thus, rules are simply the sets of attractor and repeller regions contained
within the system,

In short, we obtain a vety different view of linguistic representations
and language learning if both are viewed within the framework on tem-
poral dynamics. Now we can turn to another approach to language and
time: learning to use language under the severe temporal constraints
imposed by the limits of information processing.

LANGUAGE ON TIME

There is a widespread tendency to think of linguistic knowledge as a
relatively static set of meanings and rules, like the dictionaries and gram-
mar books that gather dust on library shelves. Indeed, it is common
to talk about the dynamic process of language learning as “language
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acquisition,” a metaphor that brings to mind visions of consumers stand-
ing in checkout lines to pay for groceries, or squirrels storing nuts for
the winter. We would like to argue instead that the state of “knowing a
language” is better viewed as an extremely complex skill, one that must
be executed rapidly and efficiently, under a number of very serious
constraints on the way information can be received, stored, maintained,,
retrieved, transformed, and output in real time. From this point of view
language development involves “learning how” as well as “learning that.”
If we take this straightforward and yet uncommon perspective on the
nature of language learning, then a number of otherwise mysterious facts
fall into place.

Under the developmental account that is implied by the term “lan-
guage acquisition,” words or rules have to make an abrupt transition
from outside the child to inside. If this is correct, then we should also
observe a large number of abrupt and discontinuous changes in béhavior,
reflecting the presence of linguistic knowledge that was absent just a
short time before. In fact, such abrupt behavioral changes are rare (al-
though they are occasionally observed). New words may appear quite
suddenly (Carey, 1982), but their meaning and range of use are shaped
gradually across months or years. And as Roger Brown (1973) has ob-
served, grammatical regularities tend to come gradually, “like ivy grow-
ing between the bricks” (for extended discussions of this point, with
corroborating evidence, see Maratsos, 1983; Marchman & Bates, 1994,
Marcus et al., in press; Pizzuto & Caselli, 1992).

The usual move that linguists make to deal with such discrepancies
between theory and data is the distinction between competence (linguis-
tic knowledge) and performance (language use). On this argument, lin-
guistic knowledge is indeed a discrete and discontinuous matter, but our
view of it is often clouded by psychological factors that are independent
of language proper (e.g., fading memory, changes of mind, momentary
lapses of attention). This move does serve its primary purpose: It salvages
abstract theories of linguistic knowledge from the vicissitudes of imper-
fect behavioral data. But it leaves the developmental psycholinguist with
a number of difficult problems. In particular, to determine when a rule
is “really there,” the researcher has to develop complex criteria to sepa-
rate the behavioral wheat from the chaff.

Within the field of child language, these criteria are usually treated
together under the rubric of “productivity”: a rule is productive when
its usage can be demonstrated over some specified number or range of
situations or contexts. Productivity criteria are supposed to help us elimi-
nate situations in which the child imitates an application of a rule without
any understanding, including repeated uses in well-practiced but poorly
analyzed routines like “Whatchadoin?” (for “What are you doing”) or
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“Don’t!” (uttered by a child who does not understand or use the separate
elements “Do” and “not”). However, the distinction between rote usage
and “true” application of a rule is not easy to make. This is particularly
true for morphological markings that appear gradually—“Now you see
it, now you don’t”—moving from zero to 100% application across a
period that may last as long as ten years. Typically, researchers compro-
mise by establishing an arbitrary border, like Brown’s criterion of “90%
use in obligatory contexts” or Bloom’s criterion of “use with at least five
different word types in one session” (Bloom, 1970; Brown, 1973; for a
comparison of these and several other criteria for productivity, see Bates,
Bretherton, & Snyder, 1988). The problem with these criteria is that
they are so arbitrary, assigning a sharp border to a gradual phenomenon
in order to preserve a theory that does not fit the data very well. Other
researchers are willing to give credit for productivity only when the
child uses the rule in a novel and creative manner, with nonsense words
provided by the experimenter (e.g. “Here is a wug . . . here is another
wug. . . . Now I have two wugs”), or in creative errors that could not
possibly have occurred in the child’s linguistic input (e.g., “The cereal
spilled on the floor, so I broomed it”). The problem here is that such
errors or novel uses are rare in observations of spontaneous speech, so
that investigators who use such criteria are likely to underestimate the
child’s control over the grammar.

The contrast between linguistic knowledge and linguistic use emerged
quite clearly in a recent study on the “acquisition” of the English passive.
Passive sentences occur roughly 1% of the time in informal English
speech, yet they have been studied extensively in the psycholinguistic
literature—perhaps more extensively than they deserve. The popularity
of passives in psycholinguistic research is due in part to their complexity,
requiring coordination of several aspects of grammar and meaning. For
example, the two sentences “John hit the ball” and “The ball was hit by
John™ differ in word order (“John” in preverbal position vs. “the ball”
in preverbal position), grammatical morphology (“hit” vs. “was hit by”),
and meaning (the active form focuses on John as topic, while the passive
form focuses on the ball as topic). Marchman, Bates, Burkhardt, and
Good (1991) conducted a study of production of the passive in more
than 170 children and adults ranging in age from 3 to 21 years. Subjects
were shown a series of short black-and-white cartoons in which one
character acted on another (e.g., a horse biting a goat). At the end of
each cartoon, the subject was asked to describe what happened from
one of two points of view; for example, “Tell me about the horse” versus
“Tell me about the goat.” The latter situation (focus on the patient or
receiver of the action) can be viewed as the ideal context or “ecological
niche” for a passive form (e.g., “The goat was bitten by the horse”),



308 / Language and Narrative

although it would of course be technically correct for the speaker to
describe the situation in some other way. In this study mastery of the
passive form was measured in two ways: (1) Was the speaker able to
produce at least one well-formed passive sentence in response to a dis-
course probe that focused on the receiver of the action? (2) How often
did the speaker use the passive form in its ecological niche (i.e., in
response to items in which the experimenter focused on the patient)?
These two measures gave very different views of the process by which
passives are “acquired.” All of the subjects aged 9-21 produced at least
one well-formed passive; furthermore, production of at least one passive
was observed in 67% of the 3-year-old children. From this point of view,
we should conclude that passives are acquired (on average) before the
age of 3. However, 3-year-old children produced the passive only 11%
of the time on patient-focus items, compared with an average of 85% in
adults. Between the ages of 3 and 21 years there was a monotonic in-
crease in rate of passive production. From this point of view, when
should we conclude that the passive is “acquired”? Based on traditional
competence theories, it is acquired before the age of 3. And yet there
is a very large and continuous change in the ability to produce passive
forms that does not level off until at least 21 years of age. Three-year-olds
“have” the requisite knowledge of passive forms. They also “have” the
requisite knowledge of what passives are for, because they clearly know
that an active form like “The horse bit the goat” is really not a good
answer to “Tell me about the goat.” Indeed, they find all kinds of direct
or indirect ways to obey the discourse probe (e.g., “The goat just stood
there and the horse bit him!”). So what is changing from 3 to 21 years of
ageP Marchman et al. (1991) conclude that there are slow and continuous
developmental changes in the accessibility of linguistic forms. The requi-
site knowledge is there very early (in some rudimentary form), but speak-
ers must learn to retrieve that knowledge efficiently and rapidly for use
in conversation. Because passives are so rare (occurring less than 1% of
the time in the child’s input), children have relatively little experience
with this complex form. They have it, but they cannot do it easily in real
time, °

.. There are many aspects of linguistic development that display these
characteristics. For example, in the domain of phonology we find a phe-
nomenon called “coarticulation,” which refers to alterations in the pro-
nunciation of one phoneme in preparation for a phoneme that is comin
up shortly. Thus the sound b in the word “bee” is pronounced differently
from the sound b in the word “boot.” Skilled speakers make these adjust-
ments rapidly and unconsciously. Furthermore, skilled listeners exploit
these coarticulatory cues in order to predict the sounds they are going
to hear next (see above). There is relatively little research on the develop-
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ment of coarticulation in children; but there is some reason to believe
it is yet another very gradual process, in both comprehension and pro-
duction, and constitutes one of the reasons little children sound the way
they do.

In the domain of grammar, many more examples can be found. Bates
and MacWhinney (1989) have reviewed a number of relatively late
changes in sentence comprehension, reorganizations in the way preex-
isting knowledge is used to interpret sentences in real time. For example,
Italian children “know” the rules that govern subject-verb agreement in
their language by 2% to 3 years of age (Pizzuto and Caselli, 1992) but
they do not “use” that knowledge extensively to decide “who did what
to whom” in sentence interpretation before 67 years of age (Devescovi,
D’Amico, Smith, Mimica, & Bates, 1993). Given a sentence like “The
dog are kicking the cows” (which would be quite grammatical in Italian),
Italian adults respond by saying that “The cows did it” (i.e., they assign
the actor role to the noun that agrees with the verb in number). But
Italian children below age 6 are more likely to respond by choosing the
dog as the actor (using word order instead of subject-verb agreement to
make their decision). Devescovi et al. suggest that use of agreement
cues comes in relatively late, presumably because they require the child
to hold several elements in memory before a decision can be made
(comparing agreement marking on the first noun, the verb, and the
second noun). Thus even though very young Italians “know” the princi-
ples that govern agreement in their language (using them productively
in free speech), they do not “trust” or “like” to use those rules in real
time because the costs of crowding up memory are too high.

There are many other ways languages differ in how they are used in
real time. From the perspective of speech production, they differ in the
point at which certain commitments have to be made in real time. Con-
sider, for example, the production of articleés, modifiers, and nouns.
Imagine an English speaker extemporizing happily about some topic,
hoping to hold the floor for precious milliseconds while he figures out
the word he wants to use to describe a particular object. This speaker
can stall for time by saying something like the following: “The uhmmmm
the little . . . knob there on the left . . .” By using the word “the,” the
English speaker has committed himself to nothing more specific than
production of an English noun. By the time he arrives at the word
“little,” things have gotten a bit more precise—but not much. Consider
how different things are for a speaker of Italian: “Tl uvhmmmm il pic-
colo . . . la piccola maniglia alla sinistra . . .” This speaker may have
stalled for time, but at the expense of making a grammatical mistake or
(at best) a false start that has to be retracted before he can go on. The
reason is quite simple: The article in Italian is marked for number and
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gender, which means that production of the article commits the speaker
to a particular number and gender. In the example above, the speaker
did not know what word he would eventually use to describe “the little
knob.” He started out with the masculine article “il,” compounded his
problem by using the masculine adjective “piccolo” (for “little”), and
then had to switch to the feminine form for each of these words before
he could go on to produce the right target noun. The problem is even
worse for a native speaker of German, because the article must be
marked not only for number and gender, but for case (i.e., a marking
on the article that indicates whether the noun that follows will be nomi-
native, genitive, dative, accusative, etc.). In essence, German speakers
have to have most of the sentence planned (grammatical forms as well
as word selection) before they can start out.

On the other hand, these “disadvantages” in the timing of word and
sentence planning end up as advantages from the listener’s point of view.
Assuming that the speaker does not make a mistake and does not have
to retract the opening lines, German or Italian listeners can start to zero
in on the identity of the noun that is coming several precious tenths of
a second before English counterparts. Indeed, Kilborn (1987) has shown
that German listeners have a slight but measurable advantage in word
recognition experiments, owing perhaps to the exploitation of these early
cues to noun identity. Like everything else in the evolution of natural
languages, there appears to be a trade-off: lose something here, gain
something there. All languages represent an imperfect, constantly chang-
ing, but reasonably workable set of solutions to the problem of communi-
cating lots of information in a short time, under very serious constraints
of perception, memory, and production. Each language represents a
somewhat different configuration of skills, maximizing the timing and
utility of information during comprehension while holding the costs of
production and the likelihood of error down to some acceptable mini-
mum. From this perspective the process of language learning has more
in common with learning to walk, to dance, or to type than we might
expect if we restricted ourselves entirely to the “acquisition of compe-
tence” view that has dominated the developmental literature to date.
Language takes place in time, and the child has to learn to comprehend
and produce it on time. This brings us to the final issue in our review:
learning how to use language to talk about time.

LANGUAGE ABOUT TIME

The expression of time constitutes an indispensable part of language use.
We describe situations as being in the past, present, or future and talk
about events as ongoing or completed. Languages differ in the resources



Language in, on, and about Time / 311

they offer for expressing time concepts, for example, whether they use
grammatical devices such as tense and aspect markers or lexical items
such as temporal adverbials. But they can all express basic notions con-
cerning time.

Two of the most important devices for expressing time concepts in
the world’s languages are tense and aspect. Tense is typically used to
locate the event time (the time of the event being talked about) with
respect to the speech time (the time when the speaker utters the sen-
tence). The event time can also be specified with reference to some time
other than the speech time—the reference time. When the event time
is before the speech time, we use the past tense; when speech time is
before the event time, we use the future tense; and when the two over-
lap, we use the present tense. Note that in all these cases the speech
time and the reference time overlap. When they do not, we use tense
markings such as the pluperfect (event time before reference time and
reference time before speech time) or the future perfect (speech time
before event time and event time before reference time).

In contrast to tense, which is concerned with the relation between
situations at different time points, aspect is the way speakers view the
internal temporal constituency of a single situation, for example, as be-
ginning, continuation, or completion. Traditionally, aspect is divided into
two basic perspectives: perfective versus imperfective (cf. Comrie, 1976).
Perfective aspect presents a situation in its entirety as a single whole
(often with emphasis on the completion of the action), while imper-
fective aspect presents a situation with emphasis on its internal structure
(focusing on the event as ongoing). As a grammatical category, aspect is
expressed by inflectional morphology (e.g., “is doing” vs. “has done” in
English), derivational morphology (e.g., in Russian), and other grammati-
cal devices such as particles (e.g., in Chinese).

Clearly, children grow up speaking language in time, and they neces-
sarily learn to use the language about time. In what follows, we will
review two important theories originating from crosslinguistic studies of
children’s acquisition of time talk and present a general view on the
relation between cognitive prerequisites and the development of tempo-
ral expressions. A first important theory (or “working hypothesis”) about
the acquisition of temporal expressions is Richard Weist’s four-stage
model. Weist (1986, 1989) proposes that children proceed through a
sequence of four systems of time talk in the framework of speech time,
event time, and reference time as discussed above.

The first system is the speech time system (about 1;0 to 1;6),! under

1. For consistency, all ages are given in the format “years;months” (e.g., 16 is 1 year,
6 months).
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which both the event time and the reference time are frozen at the
speech time. At this stage children can talk only about here and now,
that is, visible objects in the immediate perceptual field. This system is
characterized as having no tense, aspect, modality, and so on (cf. Brown,
1973). Weist presents crosslinguistic evidence from studies of a number
of languages to support this system, including English, Polish, Hebrew,
Japanese, and Mandarin Chinese. For example, Chinese has aspect but
not tense markings; however, according to Erbaugh (1982), child Manda-
rin is not marked even for aspect at this initial phase.

The second system is the event time system (about 1;6 to 2:6), under
which the event time has been separated from the speech time. This
system is characterized by children’s ability to talk about event time
relative to speech time. At this stage children get out of the here and
now constraints of the speech time system, and now can express both
an ongoing event at the time of speech and an event at a past time, that
is, before the speech time. According to Weist, they can also express
their intentions and desires concerning potential subsequent events at
this stage. For example, in Mandarin Chinese, children often use the
modal verbs hui ‘can’ and yao ‘want’ to express their intentions (cf,
Erbaugh, 1982), which prepares for the occurrence of future mark-
ing.

The third system is the restricted reference time system (about 2:6 to
3;0), under which the event time is now “anchored” within a framework
of the reference time. The emergence of the concept of reference time
is characterized by the occurrence of temporal adverbs and temporal
adverbial clauses in children’s utterances. At this stage children begin to
use adverbs denoting reference time such as “today,” “tomorrow,” and
“yesterday” and adverbial clauses that indicate the framework within
‘which an event takes place, such as “when Mama was little . . .” In this
case children have learned to use temporal adverbs and adverbial clauses
to set up the reference time. However, it appears that the use of refer-
ence time is still restricted at this stage, because the event children talk
about takes place only within the reference time; that is, children can
relate only two points in time at this stage.

Only at the last stage, when the free reference time system about 3;0
to 4;6) is established, can they set up a reference time before or after
the speech time and relate the event time to it at a third point in time.
At this stage all three time concepts can be manipulated independently,
and children can freely relate events to one another in time. This system
is characterized by the emergence of words like before and after that
allow the establishment of temporal sequencing at different time points
in children’s time talk, Weist also points out that although there is evi-
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dence the children can coordinate three temporal locations as early as
3 years of age, most research indicates that it is not until about 4:0 to
4;6 that children can freely express the concepts of speech time, event
time, and reference time.

It has long been recognized that there is a close relation between
children’s expression of modality and their acquisition of the future
tense. Weist (1989) points out that though researchers accept that chil-
dren can express modality relatively early, they are nevertheless reluctant
to credit them with the ability to express future. He suggests it is possible
that all references to the future have some modal value, that is, some
sense of possibility or necessity (intention, desire, obligation, permission,
etc.), and therefore the expression of future is also relatively early in
child language. As early as 1,7 years of age, Polish children can say things
like “Mommy will take it out” as a request, and “will turn (it) over” as
a statement. These kinds of requests or statements, whatever their modal
value might be, surely express the deictic relation of the event time’s
being subsequent to the speech time.

The four-stage development of the temporal system is a very interest-
ing phenomenon in children’s expression of time. What is more interest-
ing is that these stages correspond nicely to the cognitive and conceptual
development of time. Weist suggests that children’s linguistic coding of
events and situations allows us to infer their conceptual development,
and that crosslinguistic evidence is crucial in this respect because differ-
ent languages encode time concepts in a variety of ways. When the
linguistic devices used to encode a time concept are the same across
languages (e.g., temporal adverbs), the emergence of the time concept
into the evolving temporal systems is stable across those languages. In
contrast, when the linguistic devices are different (e.g., tense and aspect
markers), the emergence of the time concept will be variable. Weist
suggests that each time the child makes a transition from one temporal
system to another, a corresponding conceptual development is estab-
lished. For example, there is evidence that children’s conceptual devel-
opment is no longer restricted to the here and now when they proceed
to the event time system, because at this stage they have achieved the
capacity for displacement—that is, they now can talk about objects out-
side the immediate perceptual field. Conceptually, they are now able to
retrieve prior experience from memory, knowing that these experiences
happened before the present time. When children have developed the
reference time system at the last stages of temporal development, they
can separate time points and express them either in a serial order or in
reversible orders. Initially they may be restricted to expressing things
only in the natural order in which things happen, such as “After John
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had his breakfast, he went to work,” and only later can they say “Before
John went to work he had his breakfast.”

A second important line of theorizing about the development of chil-
dren’s language about time is Slobin’s “Basic Child Grammar” (Slobin,
1985). Although this model is more general and not specifically designed
for temporal development like Weist’s four-stage model, it bears impor-
tant relevance to the issue of the expression of time. The “Basic Child
Grammar” assumes that children come to the language acquisition task
with a prestructured “semantic space” containing a universal, uniform
set of semantic notions that are at first neutral with respect to language-
specific categories. According to Slobin, these semantic notions are “priv-
ileged” to be mapped onto grammatical forms of individual languages
in the process of language acquisition. That is, before children’s experi-
ence with specific properties of the grammar, these notions strongly
attract grammatical forms of the input language in the form-meaning
mapping processes. Slobin proposes two universal “temporal perspec-
tives” in the semantic space: process vs. result. These temporal perspec-
tives function early to define a semantic contrast in children’s learning
of tense and aspect systems. Slobin emphasizes that result is a particu-
larly salient perspective to children and provides an early mapping point
for speech segments associated with content words referring to actions.
Specifically, whenever a language has an acoustically salient past tense
or perfective marker on the verb, its first use by the child seems to be
to comment on an immediately completed event that results in a visible
change of state, such as situations denoted by the verbs “drop,” “fall,”
“break,” and “spill.”

Slobin’s hypothesis has been supported by crosslinguistic studies in a
number of languages, including English, French, Italian, Turkish, Greek.
and Chinese. In English, Bloom, Lifter, and Hafitz (1980) found that
the distribution of children’s tense and aspect markers was correlated
with different semantic categories. In particular, between ages 1;10 and
2;4, “-ing” occurred in children’s utterances almost exclusively with ac-
tion verbs that named durative, noncompletive events, for example,
“play”, “ride,” and “write,” whereas “-ed” and irregular past-tense forms

~occurred overwhelmingly with verbs that named nondurative, comple-
tive events, that is, events “with a relatively clear result,” such as “find,”
“fall,” and “break.”

Bronckart and Sinclair (1973) found that before age 6, the French
children in their study used the passé composé (past perfective) forms
significantly more often than the présent (present) for “perfective
events” that had a clear end result and, conversely, used the présent
significantly more often than the passé composé for “imperfective events”

>
>



Language in, on, and about Time / 315

that did not lead to any observable result. These authors conclude that
the distinction between process and result is the predominant and per-
haps the only aspectual feature in the language of French children below
6 years old.

In Italian, Antinucci and Miller ( 1976) showed that their subjects first
restricted their use of the past tense (passato prossimo) to “change of
state” verbs that specified actions with a clear result, such as “fall,”
“find,” and “break.” The children did not combine activity and stative
verbs with the past tense but rather used the imperfetto (imperfect).
They also found that children made the inflectional endings of past
participles agree with the number and gender of the object of the verb.
In the adult language the participle agrees only with the subject—with
one interesting exception. When there is a clitic (unstressed) object pro-
noun before the verb, the participle must agree with the object pronoun.
Thus, the English sentence “The horse has pushed the cow” should be
translated as “Il cavallo ha spinto la mucca,” where the only agreement
marking (indicated with underlining) occurs between subject, cavallo
and the verb auxiliary ha. However, things change with the addition of
an emphatic object pronoun before the verb, as in “The horse (it) has
kicked the cow” (where the pronoun “it” refers to the cow). This em-
phatic form requires an additional agreement between participle and
object, as in “Il cavallo la ha spinta la mucca,” which is usually reduced
further by rules of vowel elision to “Il cavallo 'ha spinta la mucca.”

This is a very subtle rule in Italian, one we might not expect children
to notice until they are fairly far along in development. However, it looks
as though Italian children find this pattern very early and overgeneralize
it to all past-participle forms, producing impossible sentences like “Il
cavallo ha spinta la mucca.” This “invention” or overextension of a syn-
tactic agreement rule suggests that they tend to focus intently on the
result of the event.

In Turkish, Aksu (1978) reported similar findings. Turkish children
before age 4;6 tend to use the past-tense form -di with “change of state”
verbs to mark punctual, resultative events, but use the progressive form
-iyor with activity verbs that do not indicate any result,

In Modern Greek, Stephany (1981) found that perfective aspect oc-
curred more frequently with resultative verbs than with nonresultative
verbs in young Greek children’s utterances, whereas the reverse was
true for imperfective aspect. Furthermore, past tense occurred only with
perfective aspect, and present tense only with imperfective aspect.

Finally, in Mandarin Chinese, Li (1990, 1991) conducted three exper-
iments to test the process/result distinction in children’s speech between
ages 3 and 6. The comprehension experiment revealed that children
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understood the perfective marker -le better with resultative verbs and
the imperfective marker zai better with process verbs. The production
experiment also showed that there was a strong association between
perfective aspect and resultative verbs and between imperfective aspect
and process verbs in children’s productive speech. The imitation experi-
ment indicated that children repeated sentences with the perfective
marker -le significantly better than those with the imperfective marker
2ai when the verb was resultative. Taken together, the results from cross-
linguistic studies of tense and aspect systems are consistent with Slobin’s
hypothesis about the “temporal perspectives" in the time talk of early
child language, with special emphasis on the child’s interest in “getting
results.”
The temporal perspectives in Slobin’s “Basic Child Grammar” assign
a significant role to the child’s cognitive predisposition, since Slobin
hypothesizes that children are sensitive to the semantic distinction be-
tween result and process before their experience with specific properties
of the target grammar. However, the extent to which the meaning-form
associations in children’s time talk conform to the distribution patterns
in the adult language, together with evidence from studies of early child-
mother interactions, suggests another equally plausible explanation with-
out invoking prestructured semantic categories as Slobin does. There is
now good evidence that children are influenced at a very early age by
the input they are exposed to (see Snow, 1977, for discussion). In the
domain of children’s expression of time, we also have strong evidence
that children’s speech reflects adult language patterns and that mother-
child interactions at an early stage promote certain temporal perspectives
(see Li, 1990, for a summary). Brown (1973) noticed that children’s use
~ of past tense begins with a small set of verbs that refer to instantaneous
events, such as “fell,” “dropped,” “crashed,” and “broke,” and he rea-
soned that these verbs may have always or almost always occurred in
the past tense in mothers’ speech at early stages of child language.
Stephany (1981) specifically explored the correlation between children’s
use of tense and aspect markers and mothers’ use of these markers. Her
analysis indicated that the distribution of tense and aspect markers with
different types of verbs in young Greek children’s speech conforms sur-
prisingly well to the patterns mothers use in speaking directly to children.
In addition, Stephany also compared the mothers’ speech to children
and mothers’ speech to adults and found that mothers modify their
speech to children with respect to the use of temporal forms and the
frequency of these forms. More important, in an investigation of the
acquisition of Brazilian Portuguese, de Lemos (1981) showed how moth-
ers model temporal markers in special contexts designed to direct the
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child’s attention to certain situational properties, in particular, to the
result of an event. De Lemos’s (1981) detailed analyses of the patterns
inherent in child-mother interactions suggest that the child’s sensitivity
to the contrast between process and result is strongly promoted and
encouraged by the mother. Each time the child plays a game and the
game leads to some observable results, the mother emphasizes the com-
pleted result by using a perfective marker with relevant verbs, and at
one stage the child could also imitate the mother’s speech. This kind of
routine is very characteristic of child-mother interactions between ages
1,6 and 2,2, according to de Lemos. Results seem to be a very salient
property of situations, especially in child play (e.g., the child builds a
toy tower and knocks it down), and the world’s languages place special
emphasis on it (see Li, 1990, on the properties of Chinese, and Nedjal-
kov, 1988, for a discussion of resultative constructions of the world’s
languages). It is therefore not surprising that mothers intentionally direct
children’s attention to it at a very early stage in their acquisition of time
talk.

Bowerman (1985, 1989) argues that children are sensitive to the char-
acteristics of input patterns from early on and that their speech reflects
their efforts in the analysis of the distributions of form-meaning map-
pings. With crosslinguistic evidence of the described kind, it is reason-
able to propose that input patterns and child-mother interactions play
an important role in the early stages of children’s expression of time,
and that young children attend to the temporal perspectives from early
on as a result of the child’s analysis of the learning environment, not
because of prestructured semantic categories.

In this section we discussed some features inherent in children’s
learning of the language about time, that is, the development of time
talk. Two theoretical hypotheses about children’s expression of time were
reviewed. First, Weist (1986, 1989) hypothesizes that in learning to talk
about time, children proceed through four stages of the temporal system:
the speech time, the event time, the restricted reference time, and the
free reference timex The progress from one stage to another reflects
corresponding cognitive and conceptual development. Second, Slobin
(1985) proposes two temporal perspectives, process and result, to which
children are sensitive from a very early stage in their acquisition of
temporal expressions. Slobin hypothesizes that these perspectives are
prestructured and “privileged” to be mapped to corresponding grammat-
ical forms. However, crosslinguistic evidence suggests that the patterns
observed with children’s acquisition of time talk can be better accounted
for by reference to the properties of the input and to child-mother
interactions than by invoking predisposed semantic structures.
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CONCLUSION

We have now come full circle. In the first section we stressed the extent
to which a simple neural network that lives in time can succeed in
learning very complex aspects of language, simply by trying to “guess
what comes next.” In the second section we pointed out that much of
grammatical learning can usefully be viewed as a form of skill acquisition,
as children learn to produce and understand speech as efficiently as
possible, that is, on time. In the third section we reviewed current theo-
ries of the process by which children learn to talk about time. To a great
extent, these theories have presupposed that learning to talk about time
reflects strong innate constraints (whether they are linguistic or cognitive
in nature). However, we end by concluding that these biases can (to
some extent) be induced from exposure to a well-structured environ-
ment. In other words, a system that lives in time can learn to talk about
time, by attending closely to the way language is used in the world
around it. In other words, much of the exquisite organization that
we see in language learning can be explained by temporal con-
straints.
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